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Abstract. Mamdani systems can incorporate expert knowledge about an input-output relation in the form of IF-THEN rules expressed in natural language. This is a particularly attractive feature for modeling and simulation, but is also one that can be easily misused. Focusing on applied modeling and simulation, this paper discusses why Mamdani systems are not a useful tool to explore the logical consequences of the set of rules used to build them. In the best-case scenario, Mamdani systems provide one of the functions that comply with the specified set of rules, which is a completely different exercise from that of finding the input-output relation implied by the specified set of rules. In general, the logical consequences of a set of IF-THEN rules cannot be captured by a single function. Furthermore, the consequences of including an IF-THEN rule in a Mamdani system can be very different from the consequences of such an inclusion in a system governed by the most basic principles of logical deductive inference. While previous analyses have typically focused on particular steps of the Mamdani process, here we present a holistic approach, explained and illustrated with simple cases and examples.
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1. Introduction

This paper discusses Mamdani systems as a tool for modeling and simulation. It is intended for scientists exploring the possibilities of this technique. The paper does not provide new results in the field of fuzzy logic; it summarizes previous knowledge, as well as the experience gathered by the authors after having approached this technique in order to design and analyze some simulation models. The discussion is based on simple cases and examples, and is intended to be accessible to researchers who are not experts in fuzzy logic.

Mamdani systems have proven to be a very useful tool for function approximation; in this paper we analyze their potential usefulness as tools for logical deductive inference. Mamdani systems are most often classified as a form of Approximate Reasoning, which has been defined as “the process or processes by which a possible imprecise conclusion is deduced from a collection of imprecise premises” [29]. This categorization, together with the fact that the core component of a Mamdani system is a set of IF-THEN rules, can easily lead one to believe that Mamdani systems can provide the logical implications of the set of rules used to build them, even if only approximately. Specifically, one might be tempted to believe that in a Mamdani system the joint truth of the premises guarantees the truth of the conclusions. In logics that admit degrees of partial truth, this expectation would be that if the inputs of the system are true to some degree (i.e., they satisfy the antecedents of the rules to some extent), then the outputs of the system should also be true to at least the same degree (i.e., they should satisfy the consequents of the rules to at least the same extent). This interpretation of Mamdani systems as truth-preserving inference machines is certainly not shared by everyone, but is reasonably widespread and does permeate many simulation applications of the technique.

However, Mamdani systems are not truth-preserving in the sense stated above; they can lead to very different results from those obtained if the IF-THEN rules embedded within are interpreted as proper logical implications. This fact is already well established in the specialized literature of fuzzy logic—as the quote below shows—but, arguably, it does not
seem to be so conspicuous in the field of applied fuzzy systems.

[the max-min rule used by Mamdani systems] “is not a logical inference, i.e., a procedure aiming at the derivation of new facts from some other known ones using formal deduction rules. No logical implication is inside and thus, no modus ponens proceeds.” [18].

This paper illustrates through several examples why the Mamdani method is not appropriate to explore the logical deductive consequences of a set of IF-THEN implication premises. Technical discussions of some of the presented aspects can also be found in references [4,10,13,18,27].

The remaining of this paper is structured as follows. Section 2 introduces Mamdani systems. In section 3 we discuss the usefulness of Mamdani systems for modeling. The main objective of section 3 is to show and illustrate with examples why Mamdani systems are not a proper tool to explore the logical consequences of IF-THEN rules; thus, they are not useful to explore the behavior of a model defined by IF-THEN implication rules. Finally, in section 4 we present the conclusions of the paper.

2. Mamdani fuzzy systems

Mamdani fuzzy systems were originally designed to imitate the performance of human operators in charge of controlling certain industrial processes [21–23,25]. The aim was to summarize the operator’s experience into a set of (linguistic) IF-THEN rules that could be used by a machine to automatically control the process. Specifically, using such a set of IF-THEN rules, a Mamdani fuzzy system defines a function f which generates numerical outputs y = f(x) from (usually numerical) input values x.

Here we present a reduced and simplified exposition of the method. For a more complete and detailed presentation, the reader is referred to sections 11.4.1 and 11.4.2 in [34] or section 11.4 and chapter 12 in [19].

Mamdani systems are composed of IF-THEN rules of the form “IF X is A THEN Y is B”, such as “IF PRESSURE is HIGH THEN VOLUME is LOW”. The IF part “X is A” is called the antecedent of the rule, and the THEN part “Y is B” is called the consequent of the rule.

For simplicity in the exposition of the method and the examples, let us assume that X and Y (PRESSURE and VOLUME respectively in the example above) are numerical variables defined on real intervals. The examples we provide can be easily adapted to other input and output spaces, multiple inputs, or fuzzy inputs. Thus, henceforth variable X is assumed to be defined in a real interval that we call the input interval, whilst variable Y is assumed to be defined in a real interval that we call the output interval. Let us use lower-case letters x and y to denote specific values of the variables X and Y respectively.

The symbols A and B (HIGH and LOW respectively in the example above) denote linguistic terms that are modeled as fuzzy sets defined on the input and output intervals respectively. Fuzzy set A is defined by a membership function μA that assigns a real value μA(x) between 0 and 1 to each element x in the input interval. The value μA(x) is called the degree of membership of element x in fuzzy set A, and can be interpreted as the extent to which element x belongs to fuzzy set A. If the fuzzy set A represents a certain concept (i.e. “HIGH”), μA(x) can also be interpreted as the truth value of the proposition “X is A” whenever X = x (e.g. the truth value of “PRESSURE is HIGH” whenever PRESSURE = x), represented as TruthValue(X is A | X = x). Likewise, fuzzy set B is defined by a membership function μB that assigns a real value μB(y) between 0 and 1 to each real value y in the output interval.

Most often Mamdani systems are composed of several IF-THEN rules. Naturally, each of the rules (which we index with subscript k) may use different fuzzy sets A_k and B_k. The antecedents and consequents can also be combined propositions that include the logical connectives AND or OR. A standard Mamdani system uses the following operations to compute the truth value of combined propositions:

\[
\text{TruthValue}(X \text{ is C OR } X \text{ is D} | X = x) = \max(\text{TruthValue}(X \text{ is C} | X = x), \text{TruthValue}(X \text{ is D} | X = x)) = \max(\mu_c(x), \mu_d(x))
\]

\[
\text{TruthValue}(X \text{ is C AND } X \text{ is D} | X = x) = \min(\text{TruthValue}(X \text{ is C} | X = x), \text{TruthValue}(X \text{ is D} | X = x)) = \min(\mu_c(x), \mu_d(x))
\]

The logical negation is implemented in a standard Mamdani system as follows:

\[
\text{TruthValue}(X \text{ is NOT A} | X = x) = 1 - \text{TruthValue}(X \text{ is A} | X = x) = 1 - \mu_a(x).
\]

Leaving aside a possible fuzzification step, which is not relevant for our discussion, the algorithm of a Mamdani system consists of the following steps:
Mamdani algorithm to compute a numerical output \( y \) from numerical input \( X = x \), given a set of rules “IF \( X \) is \( A_i \) THEN \( Y \) is \( B_i \).”

M1.- Compute the degrees of consistency between observations (inputs) and antecedents of each rule. In this step we evaluate the extent to which the antecedent of each IF-THEN rule is satisfied for a given input. The degree of consistency between an input or observation \( X = x \) and an antecedent “\( X \) is \( A \)” is simply the degree of membership of \( x \) in the fuzzy set \( A \), i.e., \( \mu_A(x) \).

The result of this step is a number \( \mu_{al}(x) \) for each rule “IF \( X \) is \( A \) THEN \( Y \) is \( B \)” (i.e. the degree of consistency between the input and each rule’s antecedent). If \( \mu_{al}(x) > 0 \) the corresponding rule \( k \) is said to be “fired”.

M2.- Truncate the fuzzy set in the consequent of each rule.

The result of this step for each rule “IF \( X \) is \( A \) THEN \( Y \) is \( B \)” is the fuzzy set \( B \) truncated at the level \( \mu_{al}(x) \), i.e.,

\[
\mu_{output}(y|x) = \min(\mu_{al}(y), \mu_{al}(x))
\]

M3.- Aggregate all the truncated fuzzy sets.

In this step the truncated fuzzy sets corresponding to each fired rule are aggregated to provide one single fuzzy set \( \mu_{Mamdani} \) defined by the membership function

\[
\mu_{Mamdani}(y|x) = \max_i [ \mu_{output}(y|x) ]
\]

The equation above clearly shows why Mamdani fuzzy systems are sometimes called max-min fuzzy systems.

M4.- Defuzzify the aggregated fuzzy set.

The defuzzification step transforms the aggregated fuzzy set \( \mu_{Mamdani} \) into one single crisp number. Standard Mamdani systems use the Centre of Gravity (COG) defuzzification method. This method returns the projection (on the horizontal axis) of the centre of gravity of the area under the membership function \( \mu_{Mamdani} \).

If some input value is such that no rule is fired, the centre of gravity for \( \mu_{Mamdani} \) cannot be calculated. In that case, some default output value can be considered, or the system can be readjusted to avoid that situation (e.g. by modifying the fuzzy sets \( A \), or including new rules).

Given that the defuzzification step has a large influence on the final function that the system provides, we will also consider here two other alternative defuzzification methods [20]:

- First of Maxima. This method returns the smallest value of \( y \) for which the membership function \( \mu_{Mamdani} \) attains its maximum value.
- Last of Maxima. This method returns the greatest value of \( y \) for which the membership function \( \mu_{Mamdani} \) attains its maximum value.

3. Modeling using Mamdani fuzzy systems

We consider two different potential objectives when modeling with IF-THEN rule-based Mamdani fuzzy systems:

a) Modeling with the purpose of defining, capturing or reproducing some input-output function.

b) Modeling with the purpose of exploring the logical consequences of an IF-THEN rule or of a set of IF-THEN rules.

As to the first objective, Mamdani systems have proven to be a very useful tool for defining or approximating functions based on IF-THEN rules, and they have been quite successful on practical applications, mainly in the field of control systems [9,34]. Some of the appealing features of Mamdani systems for this purpose are:

- Flexibility: Mamdani-type fuzzy controllers are universal fuzzy controllers [5].
- They provide a natural framework to include expert knowledge in the form of linguistic rules [7].
- Local adaptability: it is possible to define rules which are fired only at some specific regions of the input space. This allows for local adaptations of the working function on those particular regions without modifying the function outside those regions [24].

Henceforth we will focus our discussion on the second potential objective of modeling with IF-THEN rules, namely exploring the behavior or consequences of a model which is characterized by a set of IF-THEN rules. Our objective is to assess whether Mamdani systems are useful tools for that purpose. To that end, we will first discuss the effect of IF-THEN rules in Mamdani systems. We are interested in the total input-output effect. Thus, even though we will sometimes refer to the intermediate steps where the fuzzy consequents of each IF-THEN rule are truncated, we will always be considering the final input-output effect of a rule after the system has gone through all its steps, including aggregation and defuzzification. This tactic complements the approach usually followed in fuzzy logic, which has typically
focused on the study of each individual step of the process in isolation. By contrast, here we study the properties of the final function provided by the Mamdani system as a whole, treating its inner intermediate steps as black boxes.

Thus, the question is whether an IF-THEN rule of the form “IF $X$ is $A$ THEN $Y$ is $B$” in a Mamdani system imposes the same kind of input-output relation that one could expect if the rule were to be interpreted as a logical implication. Specifically, given the rule “IF $X$ is $A$ THEN $Y$ is $B$”, and interpreting $\mu_u(x)$ as the truth value of proposition “$X$ is $A$” whenever $X = x$, we aim to find out whether providing any input $x$ with high degree of membership in $A$ (high $\mu_u(x)$) guarantees that its corresponding output $y(x)$ will have a high degree of membership in $B$ (high $\mu_d(y(x)))$, which we consider to be the relation that one would expect if the rule were interpreted as a logical implication.

More precisely, consider a Mamdani system with the rule “IF $X$ is $A$ THEN $Y$ is $B$”. This system defines a function $y$ that assigns a unique output value $y(x)$ to each input value $x$. We aim to determine whether the presence of the rule “IF $X$ is $A$ THEN $Y$ is $B$” in the system guarantees that the constraint $\mu_d(y(x)) \geq \mu_u(x)$ is satisfied for all inputs $x$ (either strictly or approximately in some sense). We will refer to this condition as the logical-implication interpretation of the rule “IF $X$ is $A$ THEN $Y$ is $B$”.

We will start by discussing systems with a single rule, and then we will discuss systems with more rules. It must be said beforehand that Mamdani systems with only one rule are generally not used. The reason is that each individual rule in a Mamdani system is intended to shape the final function somewhat locally, i.e. individual rules modify the input-output relation on specific regions of the input space without necessarily altering the relation on other regions (i.e. those where the rule does not apply) [4]. Thus, a system with a single rule will usually leave the input-output relationship undefined where the rule is not fired, and, even if fired, one single rule will usually fail to capture any minimally complex association. Nonetheless, discussing systems with a single rule will be instructive because they are simple and, at the same time, sufficient to show the difference between the Mamdani effects and the logical-implication effects of an IF-THEN rule. Furthermore, since single-rule systems lack the aggregation step, their analysis provides a neater understanding of the other steps of the Mamdani process (most notably the defuzzification step, which is pivotal in our arguments).

3.1. Single-rule systems

In this section we study a standard Mamdani system with one single rule “IF $X$ is $A$ THEN $Y$ is $B$”. This system defines a function $y$ which, given an input $x$, produces an output $y(x)$. It is shown below that the function $y$ provided by the Mamdani system does not necessarily satisfy the constraint $\mu_d(y(x)) \geq \mu_u(x)$ for all inputs $x$ (i.e. the logical-implication interpretation of the rule), neither precisely nor approximately, even in those cases in which there does exist one or multiple functions that do satisfy the constraint.

In order to work with a concrete example let us suppose that $X$ and $Y$ take real values in the interval $[0 \ 10]$, and let us consider the rule “IF $X$ is large THEN $Y$ is large”, where the fuzzy set “large” is defined in the interval $[0 \ 10]$ by the membership function $\mu_{large}(z) = 0.1 \ z$ for both variables $X$ and $Y$ (Fig. 1).

![Fig. 1. Membership function of the fuzzy set “large” for the variables $X$ and $Y$](image)

We discuss the following question: Is a Mamdani system a proper tool to explore the logical consequences of an IF-THEN rule about the variables in the system? To this end, first we consider the difference between the logical consequences of the rule and one of the logically consistent outputs.

Suppose that we assume that a Mamdani system will provide the input-output relationship implied by the rule “IF $X$ is large THEN $Y$ is large”. Note that there is already some a priori impossibility result in the response to this question, because in general a logical IF-THEN rule does not define any specific

---

1 If for a given input $x$ there is no possible output value $y(x)$ such that $\mu_d(y(x)) \geq \mu_u(x)$, we can check whether the obtained output is one of the values in the output range that minimize $\mu_u(x) - \mu_d(y(x))$.

2 The implication connective $\rightarrow_c$ tries to quantify the degree by which the consequent $c$ is at least as true as the antecedent $a$ (see e.g. [32] or [13]).
function (which is what a Mamdani system will return), but it only rules out some input-output value combinations (in crisp logic, those combinations which make the antecedent TRUE and the consequent FALSE). Any specific function will necessarily leave out any other alternative functions that may be equally compatible with the logical rule. If we consider that the functions compatible with the rule “IF X is large THEN Y is large” are those functions $f$ such that $\mu_{\text{large}}(f(x)) \geq \mu_{\text{large}}(x)$ for all inputs $x$, then it is clear that there are many possible functions compatible with the rule. In fact, any function such that $f(x) \geq x$ for all inputs $x$ in the range $[0, 10]$ will do (for instance, the constant function defined by $f(x) = 10$ $\forall x$, or any of the functions represented in Fig. 2).

Any function “drawn” above the dash-dot diagonal lines in Fig. 2 would be compatible with this rule.

Note the risks of considering any of the rule-compatible functions represented in Fig. 2 as if it were “the” logical consequent function of the IF-THEN rule, or as if it were characterizing the logical implication of the IF-THEN rule. Any system that provides a function as the result of an IF-THEN rule should be suspicious in the sense that it is probably making many additional assumptions about the input-output relationship than just those corresponding to the logical-implication interpretation of the IF-THEN rule.

To illustrate this point further, consider for instance the crisp rule “IF $X \leq 2$ THEN $Y \geq 8$”. Note that looking for “the logical consequent function” derived from this rule is something that does not make much sense. What output value should such a theoretical function provide for an input value $x = 1$? The constraint “IF $X \leq 2$ THEN $Y \geq 8$” indicates that certain output values are not allowed, but it does not specify what “the” output value should be.

In general, choosing one particular value which is consistent with a rule is a very different exercise from that of exploring the logical consequences of the rule. Suppose, for instance, that the evidence of a murder scene indicates that the killer was a dog. An inspector who takes the first dog he sees and delivers it as the murderer is providing an output (i.e. the dog as the killer) that is consistent with the evidence, but taking that particular dog as the murderer can hardly be called “the logical consequence” of the evidence.

Going back to our example with the rule “IF $X$ is large THEN $Y$ is large”, we already know that there are infinite functions $f$ that satisfy the constraint $\mu_{\text{large}}(f(x)) \geq \mu_{\text{large}}(x)$ for all inputs $x$. However, a Mamdani system with the rule “IF $X$ is large THEN ...

![Fig. 2. Rule-compatible functions. Different functions $f$ fully compatible with the rule “IF $X$ is large THEN $Y$ is large” in the sense that they satisfy the constraint $\mu_{\text{large}}(f(x)) \geq \mu_{\text{large}}(x)$.](image-url)
functions, such as continuity, or the property that the greater the degree of satisfaction of the antecedent, the greater the degree of satisfaction of the consequent: \( \mu_A(x) > \mu_A(x_0) \rightarrow \mu_B(y(x)) > \mu_B(y(x_0)) \) for all inputs \( x_0, x_1 \).

The following example will illustrate that a standard Mamdani system with rule “IF \( X \) is \( A \) THEN \( Y \) is \( B \)” may not comply with the logical-implication interpretation of its rule at all, i.e., not even in the approximate sense that any input \( x \) with high membership in \( A \) → high \( \mu_A(x) \) should guarantee an output \( y(x) \) with high membership in \( B \) → high \( \mu_B(y(x)) \).

Let us consider the rule “IF \( X \) is large THEN \( Y \) is \( NOT \) about five”, where the fuzzy set “about five” is defined in the interval \([0, 10]\) as shown in Fig. 3 where the fuzzy set “NOT about five” is defined by the membership function \( \mu_{\text{NOT about five}}(y) = 1 - \mu_{\text{about five}}(y) \).

In short, for a standard Mamdani system we arrive at the following result:

**Caveat 1:** The function \( y \) produced by a standard Mamdani system with rule “IF \( X \) is \( A \) THEN \( Y \) is \( B \)” does not necessarily satisfy the constraint \( \mu_B(y(x)) \geq \mu_B(x) \) for all inputs \( x \), even if there exist functions that do satisfy the constraint.

\(^3\) If the fuzzy set \( B \) in the consequent of the IF-THEN rule is normal, i.e., if there is some value \( y^* \) (possibly not unique) such that \( \mu_B(y^*) = 1 \), then it is clear that there exist functions, such as the constant functions \( y(x) = y^* \), which do satisfy the constraint \( \mu_B(y(x)) \geq \mu_B(x) \) for all inputs \( x \).

\(^4\) One could also consider additional constraints in the desired functions, such as continuity, or the property that the greater the degree of satisfaction of the antecedent, the greater the degree of satisfaction of the consequent: \( \mu_A(x) > \mu_A(x_0) \rightarrow \mu_B(y(x)) > \mu_B(y(x_0)) \) for all inputs \( x_0, x_1 \).
Numerical implication interpretation of the rule) is as far from being valid as it can possibly be, at least for some inputs. Thus, we can state that, in general, Mamdani systems do not necessarily satisfy the logical-implication interpretation of their rules, neither precisely nor approximately. Specifically, we can issue the following two caveats, which could be considered the fuzzy9 extensions of Caveat 1.

**Caveat 2.** In a standard Mamdani system with rule “IF X is A THEN Y is B”, an input x with high degree of membership in A (high μA(x)) does not guarantee an output y(x) with high degree of membership in B (high μB(y(x))).

**Caveat 3.** In a standard Mamdani system with rule “IF X is A THEN Y is B”, the observation of an output y(x) with low degree of membership in B (low μB(y(x))) does not guarantee that its corresponding input(s) x have low degree of membership in A (low μA(x)).

The second lesson we can draw from the example is that neither the rule of inference modus ponens6 nor the rule of inference modus tollens7 can be safely applied when dealing with Mamdani systems. In other words, in Mamdani systems with one rule of the form “IF Antecedent THEN Consequent”:

a) If the Antecedent is fully true, it cannot be inferred that the Consequent must be true; the Consequent could be completely false (i.e. modus ponens does not apply).

b) If the Consequent is fully false, it cannot be inferred that the Antecedent must be false; the Antecedent could be completely true (i.e. modus tollens does not apply).

Basically, Mamdani systems include information about the function that one wants to obtain using the same language of logical implications, but the real effect of an “IF X is A THEN Y is B” rule over the obtained function can be very different from its expected effect if it is understood as a logical implication.

In summary, a Mamdani system with a single rule “IF X is A THEN Y is B” provides a function y in the support of the antecedent which, depending on the defuzzification method, will be one of the (possibly infinite) functions f that satisfies the logical implication constraint (i.e. μf(x)) ≥ μA(x) for all inputs x), or a function that does not even meet that condition, neither exactly nor approximately, even if there are available functions that do satisfy the condition. In either case, it seems clear that these systems do not constitute a proper tool to explore the logical consequences of an IF-THEN implication premise.

Naturally, this general result does not preclude the fact that, in certain particular cases or under additional constraints, the outputs provided by a Mamdani system may “make sense” when the rules are interpreted as logical implications. Some scholars have studied conditions under which these systems can be more amenable to admit some “interpretability”, although the word “interpretability” is often used in an intuitive and informal sense [2,3,6,16,26]. The definition and measure of interpretability is an active current trend of research in the field [1].

In the following section we discuss the multi-rule case, where—regardless of the defuzzification method—the logical implication constraint (i.e. μA(y(x)) ≥ μA(x) for all inputs x) is not guaranteed for every rule in the system, not even in those cases in which there exist functions that do satisfy all such constraints. This is due to the way aggregation is carried out in a Mamdani system.

### 3.2. Systems with multiple rules

Consider a Mamdani system with the following two rules:

- **IF X is approximately less than three THEN Y is greater than five**
- **IF X is approximately less than two THEN Y is about nine**

Where the fuzzy sets “approximately less than three”, “greater than five”, “approximately less than two” and “about nine” are represented in Fig. 5. What output could we expect from this system for low input values, e.g. for x less than one?

---

5 We brand the extensions as fuzzy because they contain the fuzzy terms “high” and “low”.

6 *Modus ponens* allows inferring that the consequent is true whenever rule “IF Antecedent THEN Consequent” applies and the antecedent is true.

7 *Modus tollens* allows inferring that the antecedent is false whenever rule “IF Antecedent THEN Consequent” applies and the consequent is false.
It seems clear that any input $x \leq 1$ satisfies completely the antecedents of both rules, so if we interpret the rules as two logical implications, and we want the output to satisfy both rules completely, the corresponding output value should be $y = 9$. In contrast, a Mamdani system provides an output value $y = 7.47$.

Let us consider the aggregation step, represented in Fig. 5. Given that for $x \leq 1$ the antecedents of both rules are satisfied completely, the result of the first rule is precisely the fuzzy set “greater than five” and the result of the second rule is the fuzzy set “about nine” (see Fig. 5). The use of the function MAX as an aggregation method in Mamdani systems provides in this case an output that coincides with the fuzzy set “greater than five” and loses the information in “about nine”.

Naturally, the reason is that the aggregation step in a Mamdani system is not intended to produce outputs that satisfy all the IF-THEN implication rules. In
some cases (e.g. if a maxima defuzzification method such as First of Maxima or Last of Maxima is used), the Mamdani system will provide an output in accordance with at least one of the IF-THEN rules that the input fires (assuming that at least one rule is fired), i.e., an output value \( y(x) \) such that \( \mu_{A_k}(y(x)) \geq \mu_{A_k}(x) \) \( \forall x \) for some rule “IF \( X \) is \( A_k \) THEN \( Y \) is \( B_k \)”; however, that very output \( y(x) \) could be simultaneously violating the constraints imposed by the other rules. That is the case in our example: for an input \( x = 1 \), the First of Maxima defuzzification method provides \( y(1) = 6 \), and the Last of Maxima defuzzification method provides \( y(1) = 10 \). Both values satisfy \( \mu_{B_k}(y(1)) = 1 \geq \mu_{B_k}(1) = 1 \) for the rule “IF \( X \) is approximately less than three THEN \( Y \) is greater than five”, but none of them satisfies the corresponding relation for the rule “IF \( X \) is approximately less than two THEN \( Y \) is about nine”. In fact, with both methods the input satisfies the antecedent of this latter rule completely, but the output does not satisfy the corresponding consequent of the rule to any degree whatsoever (\( \mu_{\text{Approx}}(y(1)) = 0 < \mu_{\text{LessThan2}}(1) = 1 \)).

If the COG defuzzification method is used, the selected output can be a compromise or interpolated value between output regions (fuzzy sets), but that interpolated value may not itself belong to any of the regions, i.e., it may not satisfy any of the logical-implication constraints to any degree at all.

It is clear then that the MAX aggregation method of Mamdani systems is not consistent with a conjunctive interpretation of the set of IF-THEN rules. In fact, a rule such as

**IF \( X \) is outlier THEN \( Y \) is very small OR \( Y \) is very large**

is equivalent in a Mamdani system (using the MAX function for logical OR) to the set of rules:

**IF \( X \) is outlier THEN \( Y \) is very small**

**IF \( X \) is outlier THEN \( Y \) is very large**

So the effect of a set of rules in a Mamdani system is disjunctive rather than conjunctive [10]. Incidentally, in this example, for an input \( x \) with a high degree of membership in the fuzzy set “outlier”, the output of a Mamdani system with the COG defuzzification method would be an interpolation or compromise between the “very small” and “very large” regions, and the result of this compromise will likely not belong to any of the extreme regions, i.e., it may not satisfy the consequent of any rule to any degree. Thus, we summarize this point in the following cave-

**Caveat 4.** In a standard Mamdani system with several rules of the form “IF \( X \) is \( A_k \) THEN \( Y \) is \( B_k \)”, an input \( x \) that complies with the antecedents of all the rules to a great extent (high \( \mu_{A_k}(x) \) for all \( k \)) may lead to an output \( y \) which does not satisfy the consequent of any of the rules to any extent (low \( \mu_{B_k}(y(x)) \) for all \( k \)).

A crucial consequence of the MAX aggregation method is that IF-THEN rules in a Mamdani system have effects on the final output of the system that cannot be analyzed independently of other IF-THEN rules that may be fired simultaneously in the system.

Finally, it should be noted here that, as indicated for single-rule systems, one could consider additional constraints on the definitions of the fuzzy sets and on the rule base to try to avoid the type of effects that we have discussed here, and thus attempt to make the system more amenable to some notion of interpretability [3,6,16]. Nonetheless, in the absence of such efforts, it is clear that regarding Mamdani systems as truth-preserving inference machines— even if only approximately—is certainly not appropriate.

4. **Conclusions**

This paper discusses the usefulness of Mamdani fuzzy systems for modeling and simulation. We have considered two different objectives of the modeling process. The first objective is the approximation or definition of a function using information in the form of linguistic IF-THEN rules. The second objective is the exploration of the logical implications of a model defined by a set of IF-THEN rules that express some causality or relation between two (or more) variables \( X \) and \( Y \).

As to the first objective, it is clear that Mamdani systems have proven successful for function approximation in many practical applications [11,12,31,33], especially in fuzzy control. Their success is mainly derived from two characteristics that are very convenient for this objective: Mamdani systems are universal approximators and can include knowledge in the form of linguistic rules that can be used for local fine-tuning.

By contrast, the use of Mamdani systems for the second objective stated above is questionable [18]. The bottom line is that a Mamdani system with a rule “IF \( X \) is \( A \) THEN \( Y \) is \( B \)” can generally fail to assign outputs with high membership in \( B \) to inputs with high membership in \( A \). This failure is a consequence of two operations that take place within Mamdani systems: defuzzification and aggregation.
The COG defuzzification method used in standard Mamdani systems does not guarantee that the output will satisfy the consequent of an IF-THEN rule to at least the same degree that the input satisfies the antecedent. In fact, in the general case, it does not guarantee that the output will satisfy the consequent to any degree at all, regardless of how much the input satisfies the antecedent.

As for the aggregation of rules, the MAX operator used in standard Mamdani systems does not permit an interpretation of the IF-THEN rules as independent implication constraints which must be simultaneously (i.e., conjunctively) satisfied – either completely or, in some sense, to the highest possible common degree. This method aggregates the output sets of each fired rule as if they were disjunctive rules; if the rules are understood as constraints on the output values, this means that some of the constraints, even if fired, may not be effective at all. As a consequence, an individual rule, however sharp or restrictive it may be when interpreted as an implication constraint, may not actually impose any actual constraint or have any effect whatsoever on the output of the Mamdani system (see section 3.2). This can certainly generate some confusion, either when trying to interpret the set of rules of a Mamdani system or when trying to incorporate expert or previous knowledge in the system:

"The almost systematic use of conjunction-based representations, since Mamdani’s early works, including Sugeno’s fuzzy rules with precise conclusions, is surprising from the point of view of logic: conjunction-based rules do not fit with the usual meaning of rules in expert systems." [10]

It must be noted here that other fuzzy-logic-based approaches to function approximation with IF-THEN rules are possible [13,14,17,18], and that some of these approaches would obtain a) one of the functions that do satisfy all the IF-THEN rule implication constraints (in the sense \( \mu_{\text{ant}}(y(x)) \geq \mu_{\text{act}}(x) \) for all rules \( k \)) whenever such functions exist, or b) one of the functions that best satisfy the implication constraints according to some criteria, whenever complete satisfaction is not possible. This approach, based on fuzzy rules interpreted as logical implications, has been termed deductive interpretation [4] or implication-based model [10].

In more general terms, one should always be wary of interpreting methods that produce functions (i.e., correspondences that assign one unique output value to each input value) from IF-THEN rules, as if they were providing the logical consequences of the rules. If by “the logical consequences of the rules” we understand the set of values \( y(x) \) that for a given input \( x \), are consistent with the IF-THEN rules as logical implications (i.e., those values \( y(x) \) that satisfy \( \mu_{\text{ant}}(y(x)) \geq \mu_{\text{act}}(x) \) for all rules \( k \)) either strictly or approximately in some sense) then, in most cases, the set of consistent values will not define a unique function, and any system that in such cases provides a particular input-output function will possibly be making, either implicitly or explicitly, strong assumptions about the behavior of the system beyond those embedded in the IF-THEN rules and the membership functions. This important aspect of the function-approximation techniques is often ignored in the literature on fuzzy control and approximate reasoning:

“Various books explaining fuzzy control, written by non-logicians, suffer by logical mismatch caused by the fact that "fuzzy IF-THEN rules" are presented as implications but then used to construct a fuzzy relation having little to do with any implication, at least at first glance.” [13].

As Novák [28] indicates about the function-approximation approach, “This method of interpretation of fuzzy IF-THEN rules is very convenient when we need a nice tool for the approximation of functions but it is less convenient as a model of human reasoning”. Such models can also be very sensitive to apparently irrelevant choices in the fuzzy inference process, particularly those pertaining to the defuzzification method.

To conclude, suppose that we use a Mamdani-like system to simulate and explore the behavior of a model defined by a set of IF-THEN rules. If by consistency of an outcome we understand that the outcome satisfies the consequents of the rules to at least the same degree as its corresponding input satisfies the antecedents, then any simulation based on IF-THEN rules and on this type of methods that obtain functions from rules will be providing, in the best-case scenario (for instance, if deductive inference [4] is used), just one of the (possibly many and possibly very different) outcomes that are consistent – or in some sense most consistent – with the IF-THEN rules; in the worst-case scenario, which may happen for instance if a Mamdani approach is used, it will be providing an outcome that may not belong to the set of most-consistent outcomes and which in fact may even be highly inconsistent with the rules.

Obtaining a unique output from observations and rules can be a potentially desired objective of a logical process, but the selection of that unique output should not be based on arbitrary steps. Sherlock Holmes famously stated: “It is an old maxim of mine
that when you have excluded the impossible, whatever remains, however improbable, must be the truth.” [8]. Note that the key to finding the explanation or the consequence of the evidence is not choosing one particular explanation that is consistent with the facts, but eliminating alternative explanations that have not been eliminated yet, a process which may require the acquisition of new evidence. Whenever the available evidence points to a broad set of possible culprits of a crime, it is difficult to think that Holmes would be happy by just choosing any of them as the culprit. If a witness indicates that the criminal “was tall”, the statement “his height is 2 meters” is certainly consistent with the evidence, but it seems very unsatisfactory and misleading to say that “the criminal is 2 meters high” is the logical consequence of the testimony. In a sense, defuzzification, or choosing one particular value from a set of possible values plays this role of selecting one particular culprit when the evidence equally points to many ones, or when it has little discriminatory power among them. Defuzzification is needed if one is looking for a unique output value corresponding to an input value but, as Van Leekwijck and Kerre [20] indicate, “the whole concept of defuzzication is completely opposite to the main purpose of fuzzy set theory namely the extension of crisp concepts and theories”.
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